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Abstract 

Asthma is a chronic respiratory disease characterized by symptoms such as shortness of breath, coughing, 

and wheezing, and can be life-threatening if not properly treated. Delayed diagnosis and difficulty in assessing 

symptom severity are often the main causes of serious complications. This study aims to develop a classification 

model for asthma conditions using the Naïve Bayes algorithm based on clinical symptoms and patient 

demographic data. The dataset used was obtained from the public Kaggle platform, consisting of 316,800 samples 

with 19 attributes. The research stages included data pre-processing, model training, application of the Synthetic 

Minority Oversampling Technique (SMOTE), and model performance evaluation using accuracy, precision, 

recall, and F1-score metrics. The initial classification results showed an accuracy of 75.19%, which increased to 

83.59% after applying SMOTE. The F1-score also improved from 77% to 83%. These findings indicate that the 

Naïve Bayes algorithm is capable of classifying asthma conditions reliably, quickly, and efficiently. Therefore, 

the model is considered suitable to be implemented as an initial classification system to support timely and 

accurate clinical diagnosis of asthma. 
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Abstrak 

Asma merupakan penyakit kronis pada saluran pernapasan yang ditandai dengan gejala sesak napas, batuk, 

dan mengi, serta berpotensi mengancam nyawa jika tidak ditangani secara tepat. Keterlambatan diagnosis dan 

kesulitan dalam menilai kondisi gejala sering menjadi penyebab utama komplikasi serius. Penelitian ini bertujuan 

untuk mengembangkan model klasifikasi kondisi penyakit asma menggunakan algoritma Naïve Bayes berbasis 

data gejala klinis dan demografis pasien. Dataset yang digunakan bersumber dari platform publik Kaggle, terdiri 

dari 316.800 sampel dengan 19 atribut. Tahapan penelitian meliputi pre-processing data, pelatihan model, 

penerapan teknik Synthetic Minority Oversampling Technique (SMOTE), serta evaluasi kinerja model 

menggunakan metrik akurasi, presisi, recall, dan F1-score. Hasil klasifikasi awal menunjukkan akurasi sebesar 

75,19%, yang kemudian meningkat menjadi 83,59% setelah penerapan SMOTE. Nilai F1-score juga meningkat 

dari 77% menjadi 83%. Temuan ini menunjukkan bahwa algoritma Naïve Bayes mampu melakukan klasifikasi 

kondisi asma secara andal, cepat, dan efisien. Dengan demikian, model ini layak digunakan sebagai sistem 

klasifikasi awal untuk mendukung proses diagnosis klinis penyakit asma secara tepat waktu dan akurat. 

Kata Kunci: Asma, Diagnosis Klinis, Klasifikasi, Naïve Bayes, SMOTE 

Pendahuluan 

Asma merupakan penyakit kronis pada saluran pernapasan yang menimbulkan gejala berulang 

seperti sesak napas, batuk, dan mengi, serta dapat mengancam nyawa apabila tidak ditangani dengan 

tepat [1]. Menurut WHO, lebih dari 235 juta orang di seluruh dunia menderita asma, dan pada tahun 

2025 jumlah ini diperkirakan meningkat hingga 400 juta orang [2]. Di Indonesia, jumlah kasus asma 

mencapai lebih dari 12 juta jiwa, atau sekitar 4,5% dari total populasi. Faktor utama penyebab kematian 

akibat asma adalah keterlambatan diagnosis, kesulitan dalam menilai kondisi gejala, dan pengobatan 

yang tidak tepat [3]. 

Proses diagnosis asma yang bergantung pada ingatan dan pengalaman dokter, serta keterbatasan 

waktu dan biaya pelayanan kesehatan, membuat pentingnya dukungan sistem yang mampu membantu 

identifikasi gejala asma secara efektif [4]. Beberapa penelitian menunjukkan bahwa faktor pemicu asma 

dapat bervariasi, mulai dari infeksi saluran napas, alergen, asap rokok, hingga stres dan perubahan cuaca 
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[5], sehingga diperlukan sistem yang mampu mengenali pola kompleks dari gejala dan pemicu tersebut 

[6]. 

Beberapa penelitian sebelumnya menunjukkan bahwa teknologi kecerdasan buatan dapat membantu 

dalam meningkatkan akurasi diagnosis dan klasifikasi penyakit pernapasan, termasuk asma. Penelitian 

menggunakan jaringan saraf tiruan (JST) dengan metode backpropagation dalam memklasifikasi asma 

berdasarkan data klinis pasien dan berhasil mencapai tingkat akurasi yang baik dengan nilai MSE yang 

rendah, menunjukkan potensi metode ini dalam klasifikasi tingkat kondisi asma [7]. Penelitian lainnya 

juga merancang sistem deteksi asma, bronkitis, dan pneumonia melalui analisis suara pernapasan 

menggunakan metode long short-term memory (LSTM). Meskipun akurasi model masih terbatas pada 

60%, penelitian ini memberikan kontribusi dalam pengembangan sistem deteksi dini berbasis suara [8]. 

Penelitian yang mengembangkan sistem klasifikasi suara pernapasan asma dengan metode k-Nearest 

Neighbors (k-NN), yang berhasil mencapai akurasi klasifikasi hingga 86,6%, menunjukkan efektivitas 

pendekatan berbasis audio dalam identifikasi gejala asma [9]. Sementara itu, penelitian yang 

membandingkan regresi decision tree dan linear berganda untuk klasifikasi body mass index (BMI) 

pada pasien asma, dengan hasil bahwa regresi linear berganda menunjukkan performa lebih baik dalam 

klasifikasi berbasis data klinis [10]. Penelitian lainnya menerapkan algoritma Random Forest dalam 

klasifikasi penyakit paru-paru, termasuk asma, dan memperoleh nilai AUC sebesar 0,993, yang 

menandakan tingkat akurasi sangat tinggi [11]. 

Salah satu solusi yang dapat diterapkan adalah pemanfaatan algoritma machine learning untuk 

membangun sistem klasifikasi kondisi asma berdasarkan data klinis dan gejala pasien [12]. Dalam hal 

ini, metode Naïve Bayes merupakan salah satu pendekatan efisien karena keterampilannya dalam 

mengklasifikasikan data dengan jumlah fitur yang banyak namun tetap mempertahankan kesederhanaan 

model [13]. Naïve Bayes juga dikenal efektif dalam menangani masalah klasifikasi medis karena 

mampu mengestimasi probabilitas dari setiap kelas berdasarkan data historis gejala pasien, meskipun 

asumsi independensi antar fitur seringkali tidak terpenuhi secara sempurna [14]. 

Penelitian ini mengusulkan pengembangan model klasifikasi kondisi penyakit asma menggunakan 

metode Naïve Bayes. Metode ini digunakan karena keterampilannya dalam mengklasifikasikan data 

dengan efisien serta memberikan estimasi probabilitas berdasarkan data historis gejala pasien. Dengan 

memanfaatkan pendekatan ini, diharapkan hasil klasifikasi dapat membantu dalam proses penilaian 

kondisi asma secara lebih cepat dan akurat. Hal ini penting untuk diterapkan sebagai sistem klasifikasi 

awal dalam diagnosis penyakit asma secara tepat waktu, sehingga dapat menurunkan risiko 

keterlambatan penanganan dan mengurangi angka kematian akibat serangan asma yang parah. 

Metode Penelitian 

Bagian ini menjelaskan langkah-langkah sistematis yang dilakukan dalam penelitian, mulai dari 

studi literatur hingga pengujian model. Penelitian ini menerapkan algoritma Naïve Bayes dalam 

klasifikasi kondisi penyakit asma berdasarkan data gejala klinis. Pada Gambar 1 dapat dilihat tahapan 

metodologi penelitian ini. 

 

 

Gambar 1 Tahapan Metodologi 

A. Studi Literatur 

Tahapan ini diawali dengan pengumpulan dan kajian terhadap literatur seperti jurnal ilmiah, artikel, 

dan buku yang berkaitan dengan penyakit asma, klasifikasi kondisi asma, serta penerapan algoritma 
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Naïve Bayes dalam bidang medis. Studi ini bertujuan untuk memahami konsep dasar dari algoritma 

yang digunakan, metode yang relevan, serta kelebihan dan keterbatasannya dalam konteks klasifikasi 

medis [15]. 

Beberapa penelitian sebelumnya menunjukkan hasil penggunaan algoritma Naïve Bayes untuk 

klasifikasi penyakit, khususnya di bidang paru-paru. Penelitian lainnya mengembangkan model 

klasifikasi berbagai jenis penyakit paru seperti asma, bronkitis, dan pneumonia menggunakan algoritma 

Naïve Bayes, dan memperoleh akurasi sebesar 90,22% dalam proses diagnosi [16]. Penelitian 

menggunakan metode serupa untuk klasifikasi enam jenis penyakit paru di RSUD Mayjen H.A. Thalib 

dan berhasil mencapai akurasi hingga 97,06%, yang menunjukkan efektivitas metode ini bahkan pada 

jumlah data yang relatif kecil [17]. Penelitian lain oleh mengombinasikan algoritma Naïve Bayes dan 

metode ensemble Adaboost untuk menaikkan akurasi klasifikasi penyakit paru, dengan hasil akurasi 

mencapai 94,66%, lebih tinggi dibandingkan penggunaan Naïve Bayes tunggal [18]. Penelitian yang 

menerapkan metode ini dalam sistem pakar berbasis web untuk diagnosis ISPA dan memperoleh 

akurasi sebesar 92,3%, menunjukkan bahwa metode ini juga efektif dalam sistem berbasis keputusan 

[19]. Secara keseluruhan, berbagai studi tersebut mengindikasikan bahwa algoritma Naïve Bayes 

merupakan pendekatan klasifikasi yang andal, sederhana, dan efisien dalam konteks diagnosis penyakit 

berbasis gejala. 

Berdasarkan tinjauan literatur, dapat disimpulkan bahwa penggunaan algoritma Naïve Bayes dalam 

klasifikasi penyakit pernapasan terus mengalami peningkatan, baik dari segi akurasi maupun cakupan 

aplikasi. Metode ini telah digunakan dalam klasifikasi berbagai penyakit paru dan ISPA, serta mulai 

dikombinasikan dengan teknik lain seperti Adaboost dan sistem pakar berbasis web. Dapat dilihat pada 

gambar 2 berikut menampilkan kronologi penelitian dari tahun 2021 hingga 2024, yang menunjukkan 

tren positif penggunaan Naïve Bayes dalam bidang kesehatan. 

 

 

Gambar 2 Roadmap Penelitian 

B. Pengumpulan Dataset 

Dataset yang dipakai dalam penelitian ini berasal dari website berbagi data publik Kaggle, yang 

dapat diakses melalui link: https://www.Kaggle.com/Datasets/deepayanthakur/asthma-disease-

prediction/data. Dataset ini dirancang khusus untuk keperluan klasifikasi penyakit asma dan berisi 

informasi yang komprehensif mengenai kondisi pasien. Secara keseluruhan, Dataset ini memuat 

sebanyak 316.800 sampel data yang terdiri dari berbagai kombinasi variabel klinis dan demografis. 

Terdapat 19 atribut dalam Dataset ini, yang mencakup sejumlah parameter penting seperti jenis 

kelamin, usia, serta berbagai gejala klinis seperti batuk, sesak napas, dan kelelahan. Atribut-atribut ini 

diharapkan mampu memberikan kontribusi signifikan dalam proses klasifikasi kondisi penyakit asma. 

Keberagaman dan jumlah data yang besar ini menjadikan Dataset ini sangat relevan dan bermanfaat 

sebagai dasar dalam membangun model klasifikasi berbasis machine learning, khususnya dengan 

pendekatan algoritma Naïve Bayes [20]. 
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C. Perancangan 

Pada tahap ini, sistem klasifikasi dirancang menggunakan algoritma Naïve Bayes. Tahapan diawali 

dengan preprocessing data, termasuk pembersihan data dari duplikasi atau entri tidak valid, penanganan 

missing value dengan metode statistik seperti pengisian berdasarkan nilai modus, serta normalisasi 

untuk menyamakan skala atribut [21]. 

Setelah data diproses, kumpulan Dataset dibagi secara proporsional menjadi data pelatihan dan data 

pengujian, dengan komposisi 80% data pelatihan dan 20% data pengujian, untuk melatih dan 

mengevaluasi kinerja model klasifikasi Naïve Bayes yang dikembangkan dalam penelitian ini [22]. 

Model ini dirancang untuk mengklasifikasikan kondisi penyakit asma berdasarkan fitur-fitur klinis yang 

tersedia. Pada Gambar 3 dapat dilihat Skema perancangan. 

 

Gambar 3 Skema Perancangan Naïve Bayes 

D. Implementasi 

Tahapan ini mencakup implementasi algoritma Naïve Bayes berdasarkan rancangan sebelumnya. 

Model dilatih untuk memklasifikasi kondisi asma berdasarkan kombinasi fitur input. Perhitungan 

dilakukan dengan menggunakan teorema bayes untuk menghitung probabilitas posterior setiap kelas 

(ringan, sedang, dan tidak ada gejala). 

Metode Naïve Bayes adalah algoritma klasifikasi berbasis probabilistik yang menggunakan Teorema 

Bayes dengan asumsi independensi antar fitur [23]. Meskipun asumsi ini umumnya tidak sepenuhnya 

terpenuhi dalam data dunia nyata, metode Naïve Bayes telah terbukti efektif dalam berbagai masalah 

klasifikasi, khususnya di bidang medis. 

Adapun Teorema Bayes dapat dilihat pada Persamaan 1. 

𝑃(𝐶|𝑋) =
P(X|C).P(C)

P(X)
 …………………… 

Keterangan: 

• P(C|X) : Probabilitas kelas C (misanya kondisi asma) diberikan fitur X 

• P(X|C) : Probabilitas fitur X diberikan kelas C 

• P(C) : Probabilitas apriori kelas C 

• P(X) : Probabilitas apriori fitur X 

(1) 
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Naïve Bayes merupakan algoritma yang sangat cocok digunakan dalam klasifikasi berbasis gejala 

klinis karena memiliki beberapa keunggulan. Algoritma ini cepat dan efisien dalam proses pelatihan, 

sehingga mampu menghasilkan model dalam waktu singkat meskipun dengan jumlah data yang besar 

[24]. Selain itu, Naïve Bayes tidak sensitif terhadap fitur yang tidak relevan, sehingga tetap mampu 

memberikan hasil klasifikasi yang baik meskipun terdapat fitur yang kurang berkontribusi terhadap 

klasifikasi [25]. Keunggulan lainnya adalah kemampuannya dalam menangani Dataset berukuran besar 

dengan banyak fitur, yang sering dijumpai dalam data klinis pasien, sehingga menjadikannya pilihan 

yang tepat dalam konteks klasifikasi medis. 

E. Pengujian 

Setelah implementasi model algoritma Naïve Bayes, dilakukan proses pengujian untuk 

mengevaluasi performa model klasifikasi. Evaluasi dilakukan dengan menggunakan metrik akurasi, 

presisi, recall (Sensitivity), dan F1-score [26]. Dapat dilihat pada persamaan 2, 3, 4, dan 5 metrik 

evaluasi secara umum. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
 …………….. (2) 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =
𝑇𝑝

𝑇𝑝+𝐹𝑝
     ……………..  (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑝

𝑇𝑝+𝐹𝑛
     ……………... (4) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+ 𝑅𝑒𝑐𝑎𝑙𝑙
 …. (5) 

Keterangan: 

• Tp  : True Positive 

• Tn : True Negative 

• Fp : False Positive 

• Fn : False Negative 

Setelah evaluasi dilakukan, hasil performa model dianalisis untuk menarik kesimpulan terkait 

efektivitas algoritma Naïve Bayes dalam mengklasifikasikan kondisi penyakit asma serta dibandingkan 

dengan literatur relevan lainnya. 

Hasil dan Pembahasan 

Pada tahap ini menyajikan hasil implementasi sistem klasifikasi kondisi penyakit asma 

menggunakan algoritma Naïve Bayes. Proses yang dilakukan meliputi tahapan persiapan data, pre-

processing, penerapan algoritma, klasifikasi, serta evaluasi dan validasi model. Validasi dilakukan 

dengan membagi dataset menjadi data latih dan data uji menggunakan skema 80:20. Pengujian model 

dilakukan menggunakan metrik evaluasi seperti akurasi, presisi, recall, dan F1-score, guna menilai 

efektivitas metode dalam mengklasifikasikan tingkat kondisi penyakit asma berdasarkan atribut klinis 

dan demografis pasien [27]. 

 

A. Persiapan Data 

Tahapan awal dalam penelitian ini adalah proses pengumpulan dan penyiapan Dataset. Dataset yang 

dimanfaatkan diambil dari platform publik Kaggle dengan total sebanyak 316.800 sampel data. Setiap 

entri data merepresentasikan satu kasus pasien yang mencakup 19 atribut, terdiri atas kombinasi atribut 

demografis dan klinis. Atribut-atribut ini antara lain jenis kelamin, usia, dan sejumlah gejala seperti 

batuk, sesak napas, dan kelelahan. Tiga kolom terakhir dalam Dataset digunakan sebagai label atau 

kelas, yaitu kategori kondisi asma Ringan, Sedang, dan Tidak Ada Gejala. Dataset ini kemudian 
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dianalisis untuk menjamin distribusi kelas yang seimbang agar tidak terjadi bias selama proses pelatihan 

model [28]. Isi dari Dataset asma dapat dilihat pada Gambar 4. 
 

 

Gambar 4 Isi Dataset Asma 

B. Pre-processing Data 

Sebelum dilakukan pelatihan model, data perlu melalui tahapan pre-processing untuk memastikan 

kualitas data yang optimal. Beberapa langkah yang dilakukan pada tahap ini meliputi pemeriksaan 

duplikasi dan data tidak valid, di mana data duplikat dan entri yang tidak konsisten dihapus untuk 

menghindari gangguan dalam proses pelatihan. Selanjutnya, penanganan missing value dilakukan 

dengan metode imputasi, yaitu mengisi nilai kosong menggunakan modus untuk atribut kategori, serta 

rata-rata atau median untuk atribut numerik. Proses normalisasi juga diterapkan guna menghindari 

dominasi nilai numerik tertentu, sehingga semua fitur berada dalam skala yang sebanding, terutama 

ketika menggunakan teknik pembobotan dalam klasifikasi. Setelah itu, dilakukan pemisahan antara fitur 

dan label, di mana fitur diambil dari seluruh kolom kecuali tiga kolom terakhir yang digunakan sebagai 

label kelas. Terakhir, Dataset dibagi menjadi dua bagian, dengan komposisi 80% data pelatihan dan 

20% data pengujian, dengan pembagian yang dilakukan secara acak namun tetap mempertahankan 

proporsi masing-masing kelas agar keseimbangan data tetap terjaga. Dapat dilihat pada Gambar 5 

informasi Dataset dan pada Gambar 6 visualisasi missing value. 

 

 

Gambar 5 Informasi Umum Dataset 
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Gambar 6 Visualisasi Missing Value 

Setelah dilakukan klasifikasi awal menggunakan algoritma Naïve Bayes, diperoleh hasil yang cukup 

baik. Namun, analisis distribusi kelas pada dataset menunjukkan adanya ketidakseimbangan data, di 

mana jumlah sampel pada kelas minoritas jauh lebih sedikit dibandingkan kelas mayoritas. 

Ketidakseimbangan ini dapat mempengaruhi kinerja model dalam mengklasifikasikan kelas minoritas 

secara akurat [29]. Oleh karena itu, dilakukan eksperimen tambahan dengan menerapkan teknik 

oversampling Synthetic Minority Oversampling Technique (SMOTE) untuk meningkatkan jumlah 

sampel pada kelas minoritas sehingga distribusi antar kelas menjadi seimbang sebelum proses 

klasifikasi dilakukan [30]. Hasil klasifikasi setelah penerapan SMOTE menunjukkan peningkatan 

performa model klasifikasi Naïve Bayes yang signifikan dibandingkan dengan hasil sebelumnya. 

C. Algortima Naïve Bayes 

Algoritma Naïve Bayes merupakan metode klasifikasi probabilistik yang sederhana tetapi efektif. 

Algoritma ini bekerja berdasarkan Teorema Bayes dan memperkirakan bahwa semua fitur atau atribut 

bersifat independen satu sama lain dalam konteks kelas target tertentu. Meskipun asumsi independensi 

ini jarang terpenuhi sepenuhnya dalam data klinis nyata, Naïve Bayes tetap menjadi pilihan yang baik 

karena memiliki beberapa keunggulan, antara lain kecepatan dalam proses pelatihan dan klasifikasi, 

ketangguhan terhadap fitur yang tidak relevan, kinerja yang baik pada Dataset berukuran besar, serta 

kemudahan dalam menginterpretasikan hasil model. Dapat dilihat pada Gambar 7 distribusi kelas 

sebelum SMOTE dan pada Gambar 8 distribusi kelas setelah SMOTE. 

 

 

Gambar 7 Distribusi Kelas Sebelum SMOTE 

 

Gambar 8 Distribusi Kelas Setelah SMOTE 
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D. Klasifikasi Menggunakan Naïve Bayes 

Setelah data siap dan algoritma Naïve Bayes diterapkan, dilakukan pelatihan model menggunakan 

data latih. Proses klasifikasi dilakukan untuk memetakan kombinasi fitur klinis ke dalam salah satu dari 

tiga kelas tingkat kondisi asma. Model yang dibangun kemudian diterapkan pada data uji untuk 

mengukur kemampuan klasifikasinya. Setiap entri pada data uji diklasifikasi kelasnya, dan hasil 

klasifikasi dibandingkan dengan label asli untuk menentukan tingkat akurasi model. Dapat dilihat 

akurasi Naïve Bayes sebelum SMOTE pada Gambar 9 dan pada Gambar 10 confusion matrix sebelum 

SMOTE. 

 

 

Gambar 9 Akurasi Naïve Bayes Sebelum SMOTE 

 

Gambar 10 Confusion Matrix Sebelum SMOTE 

 

E. Pengujian dan Evaluasi 

Pengujian dilakukan untuk mengevaluasi kinerja model klasifikasi menggunakan berbagai metrik 

evaluasi, yaitu akurasi, presisi, recall, dan F1-score. Akurasi mengukur persentase klasifikasi yang 

benar dibandingkan dengan seluruh data pengujian, sedangkan presisi menunjukkan kemampuan model 

dalam mengklasifikasikan data positif secara tepat. Recall, atau sensitivitas, mengukur sejauh mana 

model mampu mendeteksi seluruh kasus positif yang sebenarnya. Sementara itu, F1-score merupakan 

rata-rata harmonik dari presisi dan recall yang memberikan gambaran kinerja model secara seimbang. 

Berdasarkan hasil pengujian terhadap data uji, model Naïve Bayes menunjukkan performa yang cukup 

baik, hasil pengujian awal (sebelum SMOTE) dilihat pada Tabel 1. 
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Tabel 1 Evaluasi Kinerja Naïve Bayes Sebelum SMOTE 

Metrik Nilai (%) 

Akurasi 75.19 

Presisi 88.00 (weighted) / 75.00 (macro) 

Recall 75.00 (weighted) / 83.00 (macro) 

F1-score 77.00 (weighted) / 73.00 (macro) 

 

Hasil evaluasi menghasilkan bahwa algoritma Naïve Bayes mampu mengklasifikasi kondisi penyakit 

asma dengan kinerja yang cukup baik. Akurasi sebesar 75,19% menunjukkan tingkat klasifikasi yang 

tinggi. Presisi yang cukup tinggi (88% secara weighted) mengindikasikan bahwa model mampu 

meminimalkan kesalahan klasifikasi positif. 

Selanjutnya, setelah menerapkan teknik SMOTE, performa model mengalami peningkatan yang 

signifikan. Hasil evaluasi setelah SMOTE ditunjukkan pada Table 2. Sedangkan akurasi Naïve Bayes 

setelah SMOTE dapat dilihat pada gambar 11 dan confusion matrix setelah SMOTE dapat dilihat pada 

Gambar 12. 

Tabel 2 Evaluasi Kinerja Naïve Bayes setelah SMOTE 
Metrik Nilai (%) 

Akurasi 83.59 

Presisi 88.00 (weighted) / 88.00 (macro) 

Recall 84.00 (weighted) / 83.00 (macro) 

F1-score 83.00 (weighted) / 83.00 (macro) 

 

 

Gambar 11 Akurasi Naïve Bayes Setelah SMOTE 

 

Gambar 12 Confusion Matrix Setelah SMOTE 
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Perbandingan hasil sebelum dan sesudah SMOTE menunjukkan bahwa teknik oversampling ini 

efektif dalam mengatasi ketidakseimbangan data dan meningkatkan performa klasifikasi. Setelah 

distribusi data diperbaiki menggunakan SMOTE, model menunjukkan kemampuan klasifikasi yang 

lebih stabil dan akurat. Hal ini tercermin dari peningkatan nilai akurasi menjadi 83,59%, presisi sebesar 

88,00% (baik weighted maupun macro), recall sebesar 84,00% (weighted) dan 83,00% (macro), serta 

F1-score sebesar 83,00% (weighted dan macro). Hasil ini menunjukkan bahwa model tidak hanya 

memiliki akurasi yang lebih tinggi, tetapi juga konsisten dalam mengidentifikasi masing-masing kelas 

kondisi asma. Dengan demikian, model ini dinilai andal dan layak diterapkan sebagai sistem klasifikasi 

awal dalam diagnosis klinis penyakit asma. 

Kesimpulan 

Penelitian ini bertujuan untuk membangun model klasifikasi kondisi penyakit asma menggunakan 

algoritma Naïve Bayes berdasarkan data gejala klinis dan demografis pasien. Dataset yang digunakan 

terdiri dari 316.800 sampel dengan 19 atribut yang mencerminkan gejala dan kondisi pasien. Proses 

klasifikasi mencakup tahapan pre-processing data, pelatihan model, serta evaluasi performa 

menggunakan metrik akurasi, presisi, recall, dan F1-score. Hasil penelitian menunjukkan bahwa 

algoritma Naïve Bayes mampu mengklasifikasikan kondisi asma ke dalam tiga kategori (Ringan, 

Sedang, dan Tidak Ada Gejala) dengan performa yang cukup baik. Sebelum dilakukan penyeimbangan 

data, model memperoleh akurasi sebesar 75,19% dengan nilai F1-score sebesar 77% (weighted). 

Namun, setelah diterapkan teknik oversampling menggunakan SMOTE, kinerja model meningkat 

signifikan dengan akurasi mencapai 83,59% dan F1-score sebesar 83% (baik macro maupun weighted). 

Peningkatan performa setelah penerapan SMOTE membuktikan bahwa penanganan terhadap 

ketidakseimbangan data sangat berpengaruh terhadap efektivitas klasifikasi. Secara keseluruhan, model 

Naïve Bayes terbukti efektif, efisien, dan andal dalam mengklasifikasikan kondisi penyakit asma. Oleh 

karena itu, model ini layak diterapkan sebagai sistem klasifikasi awal untuk mendukung proses 

diagnosis klinis penyakit asma secara tepat waktu dan akurat. 
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