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Abstract 

Assessing student readiness for LSP-P1 Competency Certification in Indonesian vocational schools is still 

commonly performed manually, resulting in subjective and potentially inaccurate decisions. Although existing 

studies have applied machine learning algorithms such as Random Forest and Logistic Regression to predict 

academic performance, limited research specifically focuses on vocational certification readiness within the 

Indonesian LSP-P1 context. This study applies a Systematic Literature Review (SLR) following Kitchenham and 

Charters guidelines to examine research trends, predictor variables, and key findings from previous studies. The 

review reveals that both algorithms are promising for readiness prediction; however, no study has explicitly 

addressed their application for LSP-P1 readiness at the SMK level. This work identifies research gaps and 

highlights opportunities for future development of data-driven decision support systems. 

Key Words: Systematic Literature Review, Random Forest, Logistic Regression, LSP-P1, Vocational 
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Abstrak 

Penentuan kesiapan siswa dalam mengikuti Sertifikasi Kompetensi LSP-P1 di SMK selama ini masih 

dilakukan secara manual dan cenderung subjektif, sehingga berisiko menghasilkan keputusan yang kurang 

akurat. Padahal, sejumlah penelitian telah menerapkan algoritma machine learning seperti Random Forest dan 

Logistic Regression untuk prediksi performa siswa, namun belum banyak yang berfokus pada konteks 

pendidikan vokasi dan sertifikasi kompetensi di Indonesia. Penelitian ini melakukan Systematic Literature 

Review (SLR) menggunakan panduan Kitchenham & Charters untuk mengidentifikasi tren, variabel prediktor, 

dan temuan utama dari penelitian sebelumnya. Hasil analisis menunjukkan bahwa kedua algoritma memiliki 

potensi untuk diimplementasikan pada prediksi kesiapan siswa mengikuti LSP-P1, namun belum ada penelitian 

yang secara spesifik mengkaji implementasinya dalam konteks SMK dan kebijakan vokasi nasional. Penelitian 

ini memberikan arah riset lanjutan dan peluang pengembangan sistem pendukung keputusan berbasis data. 

Kata Kunci: Systematic Literature Review, Random Forest, Logistic Regression, LSP-P1, SMK 

Pendahuluan 

Pendidikan vokasi memiliki orientasi utama untuk menghasilkan lulusan yang kompeten sesuai 

kebutuhan industri. Salah satu instrumen resmi penjaminan mutu kompetensi di Sekolah Menengah 

Kejuruan (SMK) adalah Sertifikasi Kompetensi LSP-P1, yang bertujuan untuk memastikan 

kemampuan siswa memenuhi standar kompetensi berbasis SKKNI. Namun, penentuan kesiapan siswa 

dalam mengikuti sertifikasi ini di sebagian besar satuan pendidikan masih dilakukan secara manual 

melalui penilaian subjektif guru, sehingga berpotensi menimbulkan keterlambatan intervensi dan 

ketidaktepatan dalam pemetaan kesiapan siswa. 

Seiring berkembangnya teknologi data dan kecerdasan buatan, machine learning telah banyak 

digunakan dalam domain pendidikan untuk melakukan prediksi kelulusan, kesiapan akademik, dan 

performa belajar siswa [1], [2]. Berbagai penelitian sebelumnya telah menerapkan algoritma seperti 

Decision Tree, Naïve Bayes, K-Nearest Neighbor, Random Forest, dan Logistic Regression untuk 
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memprediksi hasil belajar dan kesuksesan akademik berbasis data historis [1], [2], [3], [4], [5]. 

Khususnya, algoritma RF dikenal unggul dalam memodelkan data kompleks dan non- linear, 

sedangkan LR unggul pada interpretabilitas model serta efisiensi komputasi [1], [5]. 

Penelitian mengenai prediksi performa peserta didik telah banyak dilakukan, baik di tingkat sekolah 

maupun perguruan tinggi [1], [2], [3], [5]. Namun demikian, sebagian besar fokus penelitian masih 

berada pada konteks prediksi kelulusan akademik umum dan bukan pada kesiapan mengikuti sertifikasi 

kompetensi vokasi, terlebih dalam konteks standar LSP-P1 di SMK. Hal ini menunjukkan adanya 

research gap, yakni belum adanya systematic mapping yang secara khusus mengidentifikasi 

penggunaan algoritma Random Forest dan Logistic Regression dalam prediksi kesiapan siswa 

mengikuti sertifikasi kompetensi berbasis BNSP. 

Berdasarkan celah penelitian tersebut, penelitian ini melakukan Systematic Literature Review (SLR) 

untuk memetakan, menganalisis, serta mensintesis temuan-temuan penelitian terdahulu terkait 

penggunaan kedua algoritma tersebut. Tujuan utama penelitian ini adalah: 

1. Mengidentifikasi tren penelitian terkait prediksi kompetensi siswa menggunakan algoritma 

RF  dan LR. 

2. Menganalisis variabel yang dominan digunakan sebagai indikator kesiapan siswa. 

3. Memetakan kelebihan dan kekurangan tiap algoritma berbasis temuan literatur. 

4. Mengidentifikasi potensi pengembangan riset selanjutnya pada konteks sertifikasi kompetensi di 

SMK. 

 

Dengan demikian, hasil tinjauan ini diharapkan dapat menjadi dasar ilmiah untuk pengembangan 

model prediksi readiness berbasis machine learning serta bahan pertimbangan dalam pengambilan 

keputusan berbasis data (data-driven decision making) pada lingkungan pendidikan vokasi. 

. 

Metode Penelitian 

Penelitian ini menggunakan metode Systematic Literature Review (SLR) yang merujuk pada 

prosedur yang direkomendasikan oleh Kitchenham & Charters. Pemilihan prosedur ini didasarkan 

pada fakta bahwa pedoman SLR tersebut merupakan standar paling luas digunakan dalam penelitian 

rekayasa perangkat lunak, data science, dan machine learning, karena menawarkan alur kerja yang 

sistematis, transparan, dapat direplikasi, serta mendefinisikan secara rinci tahapan pencarian, seleksi, 

ekstraksi, dan sintesis literatur [6]. Meskipun pedoman SLR lain seperti PRISMA banyak digunakan 

dalam penelitian bidang kesehatan dan ilmu sosial [7], pendekatan Kitchenham & Charters lebih 

sesuai untuk konteks penelitian berbasis komputasi karena dirancang untuk studi yang mengevaluasi 

algoritma, model, dan eksperimen berbasis data. Dengan demikian, penerapan panduan Kitchenham & 

Charters dipandang paling tepat untuk memperoleh sintesis berbasis bukti ilmiah dalam konteks kajian 

algoritma prediksi kesiapan siswa menggunakan machine learning. Selain itu, penelitian ini tetap 

mengintegrasikan PRISMA Flow Diagram sebagai pelengkap dokumentasi proses penyaringan 

literatur guna meningkatkan transparansi pelaporan hasil penelusuran publikasi [7]. Tahapan 

metodologi ini dibagi menjadi lima proses utama, yaitu: (1) Define Review Objective, (2) Specify 

Research Questions, (3) Develop Search Strategy, (4) Specify Study Selection Criteria, serta (5) 

Extract and Synthesize Data [8], [9], [10]. 

 

1. Define Review Objective 

Tujuan utama dari penelitian ini adalah melakukan pemetaan ilmiah mengenai penggunaan 

algoritma Random Forest dan Logistic Regression dalam memprediksi kesiapan atau performa 

siswa, serta menilai potensi penerapannya pada konteks Sertifikasi Kompetensi LSP-P1 di SMK. 

Berdasarkan penelitian sebelumnya, kedua algoritma tersebut telah digunakan secara luas dalam 

sistem prediksi berbasis machine learning pada bidang pendidikan [1], [3], [5], namun terdapat 

kesenjangan penelitian ketika dikaitkan dengan konteks sertifikasi kompetensi vokasi. Dengan 
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demikian, tujuan khusus penelitian ini meliputi: 

a. Mengidentifikasi model prediksi yang relevan untuk konteks kesiapan siswa vokasi. 

b. Mengevaluasi variabel yang paling dominan digunakan sebagai predictor. 

c. Membandingkan kinerja dan karakteristik algoritma RF dan LR. 

d. Mengidentifikasi research gap untuk pengembangan penelitian lanjutan. 

 

2. Specify Research Questions 

Penyusunan research questions dilakukan agar penelitian ini tidak hanya memetakan 

penggunaan algoritma machine learning pada bidang pendidikan, tetapi juga melengkapi temuan 

penelitian sebelumnya yang belum mengkaji secara spesifik: (1) algoritma apa yang paling relevan 

untuk prediksi kesiapan siswa pada pendidikan vokasi, (2) bagaimana efektivitas Random Forest 

dan Logistic Regression dalam konteks pendidikan, (3) variabel apa saja yang dominan 

memengaruhi prediksi kesiapan siswa, (4) perbandingan kelebihan dan keterbatasan masing-

masing algoritma, serta (5) celah penelitian (research gap) terkait penerapan model prediksi 

kesiapan siswa menuju Sertifikasi Kompetensi LSP-P1 di SMK. Dengan demikian, setiap RQ 

dirancang untuk mengisi kekosongan literatur yang belum dijelaskan secara memadai pada 

penelitian sebelumnya.  

Tabel 1 Research Question 

ID Research Question Motivation 

RQ1 Model machine learning apa saja 

yang digunakan untuk memprediksi 

kesiapan atau performa siswa? 

Untuk mengidentifikasi algoritma paling 

relevan dan banyak digunakan dalam 

penelitian prediksi performa pendidikan 

sebagai dasar pemetaan teknologi dan tren 

ilmiah. 

RQ2 Bagaimana penerapan algoritma 

Random Forest dan Logistic 

Regression dalam konteks prediksi 

pendidikan? 

Untuk mengetahui kesesuaian dan efektivitas 

kedua algoritma berdasarkan konteks evaluasi 

yang digunakan dalam penelitian sebelumnya 

RQ3 Variabel apa saja yang digunakan 

sebagai faktor prediksi dalam model 

berbasis Random Forest dan Logistic 

Regression? 

Untuk mengetahui variabel dan indikator 

terhadap prediksi kesiapan siswa sehingga 

dapat dijadikan acuan dalam pengembangan 

model prediksi di lingkungan SMK dan LSP-

P1 

RQ4 Apa kelebihan dan kekurangan 

masing- masing algoritma 

berdasarkan bukti empiris penelitian 

sebelumnya? 

Untuk membandingkan performa, 

interpretabilitas, kompleksitas model, serta 

potensi implementasi praktis sebagai dasar 
rekomendasi penggunaan algoritma. 

RQ5 Apa research gap terkait penerapan 

machine learning, khususnya Random 

Forest dan Logistic Regression pada 

konteks kesiapan Sertifikasi 

Kompetensi LSP-P1 di SMK? 

Untuk menemukan celah penelitian yang 

belum diteliti serta memberikan arah 

pengembangan riset dan implementasi sistem 

pendukung keputusan berbasis data pada 

lembaga pendidikan vokasi. 

 

Dengan demikian, setiap RQ dirancang untuk menjawab aspek yang belum dipetakan secara 

eksplisit pada literatur terdahulu sehingga SLR ini dapat menghasilkan sintesis temuan berbasis 

bukti yang langsung relevan untuk konteks kesiapan siswa SMK menghadapi Sertifikasi 

Kompetensi LSP-P1. Penyusunan research questions sejalan dengan prinsip SLR yang bertujuan 

menghasilkan analisis komprehensif berbasis bukti [8], [10]. 
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3. Develop Search Strategy 

Pemilihan strategi pencarian pada penelitian ini tidak hanya bertujuan mengumpulkan artikel 

yang relevan, tetapi juga melengkapi keterbatasan penelusuran pada penelitian terdahulu, yang 

pada umumnya hanya memanfaatkan satu atau dua basis data internasional dan kurang 

merepresentasikan konteks pendidikan vokasi di Indonesia. Oleh karena itu, basis data 

internasional yang berfokus pada komputasi dan machine learning seperti IEEE Xplore, 

ScienceDirect, SpringerLink, dan Scopus disertakan untuk memperoleh publikasi bereputasi tinggi 

dan terkini, sedangkan Google Scholar, SINTA 1–2, serta ResearchGate/Academia ditambahkan 

untuk memastikan cakupan literatur nasional dan akses repositori terbuka tidak terlewat. Dengan 

cara ini, strategi pencarian dirancang untuk menghasilkan cakupan literatur yang lebih 

komprehensif dan kontekstual, sekaligus memastikan proses SLR mengidentifikasi studi yang 

relevan pada berbagai level publikasi—baik internasional maupun nasional—yang diperlukan 

untuk memetakan perkembangan riset prediksi kesiapan siswa di pendidikan vokasi [1], [2], [3], 

[5], [11]. 

Kombinasi database internasional dan nasional ini dirancang untuk mengurangi bias publikasi 

dan memastikan keberagaman perspektif penelitian, sebagaimana direkomendasikan dalam praktik 

SLR bidang komputasi. 

Tabel 2 Database/Repository 
No Database/Repository Alasan Pemilihan 

1 IEEE Xplore Relevan untuk penelitian dan machine learning 

2 SienceDirect (Elsevier) Banyak menyediakan artikel bidang pendidikan, komputasi dan 

sosial 

3 SpringerLink Mendukung publikasi bidang AI, sistem pendidikan dan data 

mining 

4 Scopus Indexed Resources Standar acuan kualitas riset global 

5 Google Scholar Menjangkau publikasi pendidikan dan repositori terbuka 

6 SINTA 1 & 2 Mendukung konteks penelitian pendidikan vokasi Indonesia 

7 ResearchGate/Academia Alternatif akses duplikasi file publikasi ilmiah 

Penggunaan Boolean Operator (AND, OR), Truncation, dan Synonym Expansion diterapkan 

untuk meningkatkan relevansi penelusuran literatur dan mencegah hilangnya artikel penting hanya 

karena perbedaan istilah pencarian. Teknik ini membantu memperluas hasil penelusuran tanpa 

mengabaikan relevansi topik, khususnya karena istilah‐istilah dalam penelitian machine learning 

pada bidang pendidikan sering memiliki variasi terminologi di antara penulis. Selain itu, 

kombinasi teknik pencarian ini memastikan bahwa proses identifikasi artikel berjalan secara 

sistematis dan tidak bias, sehingga studi yang terpilih benar-benar merepresentasikan 

perkembangan riset terkini pada topik prediksi kesiapan siswa menggunakan algoritma machine 

learning. 
 Tabel 3 SLR Keyword  

SLR Element Keyword / Boolean Query Tujuan 

Topic Focus "Random Forest" OR "Logistic Regression" Menyeleksi algoritma yang 

dibandingkan 

   

Research 

Domain 

"Student readiness" OR "student 

performance" OR "student competency" 

Mengarahkan konteks pendidikan 

Vocational "vocational" OR "SMK" OR "LSP-P1" OR Membatasi pada pendidikan 

Context "competency certification" vokasi & sertifikasi 

Methodology "Machine learning" OR "prediction" OR Mengidentifikasi jenis 

 "classification" pendekatan riset 

Exclusion NOT  "medical"  NOT  "financial"  NOT Mengeliminasi distorsi 

 "industry manufacturing" bidang lain 

Publication 

Window 

Published: 2021–2025 Menjamin pembaruan tren data 

dan relevansi 
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Pencarian difokuskan pada artikel publikasi 2021–2025 untuk memastikan kesesuaian dengan 

perkembangan algoritma machine learning terbaru dalam bidang pendidikan [1], [3], [4]. Batasan 

rentang waktu ini juga mencegah penggunaan temuan lama yang tidak lagi relevan dengan praktik 

dan teknologi vokasi saat ini. Dengan demikian, hasil SLR yang diperoleh dapat 

merepresentasikan kondisi terkini dalam penelitian prediksi kesiapan siswa. 

4. Specify Selection Criteria 

Proses seleksi dilakukan dalam dua tahapan, yaitu seleksi awal (screening) dan seleksi lanjutan 

(eligibility). Tahap screening digunakan untuk menyaring artikel berdasarkan judul dan abstrak 

guna memastikan kesesuaian awal dengan ruang lingkup penelitian, sedangkan tahap eligibility 

dilakukan dengan membaca full-text untuk memutuskan kelayakan artikel berdasarkan kriteria 

inklusi dan eksklusi yang telah ditetapkan. Kriteria seleksi dirumuskan sebagai berikut: 

 

Tabel 4 Selection Criteria 

Kategori Inclusion Criteria (IC) Exclusion Criteria (EC) 

Jenis Dokumen Artikel Ilmiah peer-reviewed 

(jurnal/konferensi) 

Thesis, skripsi, blog, berita, 

dokumen non-ilmiah 

Periode Publikasi Tahun 2021-2025 Di luar periode tersebut 

Metode Melibatkan machine learning, 
khususnya RF atau LR 

Tidak menggunakan RF atau LR 

Domain Penelitian Lingkup pendidikan, performa, 
readiness, kompetensi 

Fokus pada medis, finansial, 

manufaktur, cuaca 

Ketersediaan 

Dokumen 

Full-text dapat diakses Hanya abstrak / tidak bisa 
diunduh 

Relevansi Konteks Fokus pada performa, kesiapan, 
evaluasi, kompetensi siswa 

Tidak  berhubungan  dengan 
pendidikan atau sertifikasi 

 

Pendekatan seleksi mengikuti prinsip Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses (PRISMA) untuk mengurangi bias publikasi [9], [10]. Penerapan kriteria inklusi 

(IC) dan eksklusi (EC) dilakukan secara berurutan pada tahap screening dan eligibility agar 

hanya artikel yang sesuai dengan ruang lingkup riset yang dianalisis lebih lanjut. Mekanisme ini 

memastikan bahwa studi yang dipilih bukan hanya memenuhi tema machine learning untuk 

prediksi performa pendidikan, tetapi juga relevan secara langsung dengan konteks kesiapan atau 

kompetensi siswa, sehingga proses SLR benar-benar menghasilkan kumpulan literatur yang 

kredibel, representatif, dan sesuai tujuan penelitian. 

 

5. Extract and Synthesize Data 

Tahap ini dilakukan dengan melakukan ekstraksi informasi utama dari artikel terpilih, meliputi: 

a. Informasi bibliografi (penulis, tahun, negara) 

b. Jenis algoritma dan metodologi eksperimen 

c. Sumber dan karakteristik dataset 

d. Variabel input (akademik & non-akademik) 

e. Metrik evaluasi (accuracy, precision, recall, f1-score, AUC) 

f. Hasil temuan utama dan kontribusi penelitian 

Proses sintesis dilakukan secara narrative synthesis dan comparative analysis untuk memetakan tren 

dan memberikan pemahaman komprehensif [8], [9]. 

Tabel Quality Assessment (QA Metric Scoring) 

Metode penilaian menggunakan skala 0–2, dengan ketentuan: 

0 = Tidak memenuhi / tidak dijelaskan 

1 = Dijelaskan sebagian / tidak lengkap 
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Tabel 5 Quality Assesment Metric Scoring 

No QA Item Pertanyaan Penilaian Kualitas  Skor (0-2) 

QA1 Relevansi topik Apakah topik penelitian selaras dengan RQ? 0 / 1 / 2 

QA2 Kejelasan tujuan Apakah tujuan penelitian dijelaskan secara jelas dan 

terukur? 

0 / 1 / 2 

QA3 Kualitas metodologi Apakah metodologi ilmiah dijelaskan jelas dan dapat 

direplikasi? 

0 / 1 / 2 

QA4 Dataset & Variabel Apakah dataset, variabel, dan sumber data disajikan 

dengan jelas? 

0 / 1 / 2 

QA5 Algoritma & 

Parameter 

Apakah penggunaan RF/LR dijelaskan secara teknis 

dan benar? 

0 / 1 / 2 

QA6 Evaluasi Model Apakah metrik (accuracy, precision, recall dsb.) 

dijelaskan? 

0 / 1 / 2 

QA7 Kesesuaian konteks Apakah terkait pendidikan vokasi/readiness/ 

sertifikasi? 

0 / 1 / 2 

QA8 Kontribusi & novelty Apakah ada kontribusi ilmiah yang jelas? 0 / 1 / 2 

 

Proses ekstraksi data tidak hanya mengumpulkan informasi pokok dari masing-masing artikel, 

tetapi juga dilengkapi dengan proses penilaian kualitas (Quality Assessment/QA) untuk memastikan 

bahwa artikel yang dianalisis memiliki kontribusi ilmiah yang layak. Delapan indikator QA (QA1–

QA8) digunakan untuk menilai kesesuaian tujuan penelitian, kejelasan metodologi, kelengkapan 

dataset dan variabel, ketepatan penggunaan algoritma Random Forest maupun Logistic Regression, 

kecukupan pelaporan metrik evaluasi, kesesuaian konteks pendidikan vokasi, serta tingkat novelty 

penelitian. Skor QA kemudian digunakan sebagai dasar untuk menentukan apakah sebuah artikel 

dimasukkan ke tahap sintesis akhir, sehingga hasil analisis tidak hanya didasarkan pada relevansi 

tema, tetapi juga pada kualitas akademik dan kredibilitas penelitian. Dengan demikian, proses sintesis 

yang dilakukan benar-benar merepresentasikan literatur bermutu pada bidang prediksi kesiapan atau 

performa siswa menggunakan machine learning. 

Tabel 6 Quality Decision Rule (Accepted / Rejected) 

Total Skor Kategori Keputusan SLR Keterangan 

13-16 Excellent √ Accepted (utama) Sangat relevan & berkualitas tinggi 

10-12 Good √ Accepted (pendukung) Relevan namun perlu dikaji kritis 

7-9 Moderate ⚠ Conditional Perlu alasan mengapa masih disertakan 

<7 Poor ✗ Rejected Tidak layak dipertimbangkan 

Untuk memastikan proses peninjauan literatur dilakukan secara sistematis, transparan, dan dapat 

ditelusuri, penelitian ini mengikuti tahapan Systematic Literature Review (SLR) berdasarkan 

pedoman Kitchenham & Charters yang meliputi penetapan tujuan tinjauan, perumusan pertanyaan 

penelitian, pengembangan strategi penelusuran, penerapan kriteria seleksi, serta proses ekstraksi dan 

sintesis data. Selain itu, sebagai upaya meningkatkan akuntabilitas dan meminimalkan potensi bias 

dalam penyaringan studi, penelitian ini juga menyajikan PRISMA Flowchart sebagai bentuk 

pelaporan visual terhadap jumlah studi yang teridentifikasi, terseleksi, dan terinklusi pada tahap 

analisis akhir. Integrasi metode SLR Kitchenham & Charters dengan pelaporan berbasis PRISMA 

ini memungkinkan proses seleksi literatur tervalidasi dengan baik, terstruktur, serta memenuhi 

standar transparansi dan replikasi penelitian ilmiah. 
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Gambar 1 PRISMA Flowchart 

 

Hasil dan Pembahasan 

Bagian ini menyajikan hasil utama dari proses Systematic Literature Review (SLR) yang telah 

dilakukan berdasarkan tahapan metodologis sebelumnya. Analisis ini mencakup rangkaian proses 

identifikasi, seleksi, penilaian kualitas, serta ekstraksi dan sintesis data dari seluruh studi yang 

memenuhi kriteria inklusi. Hasil penelitian dipaparkan secara sistematis untuk mengungkap pola 

temuan, tren penelitian, serta jawaban terhadap pertanyaan penelitian yang telah ditetapkan. 

 

1. Hasil Identifikasi dan Seleksi Studi 

Penelusuran literatur pada berbagai basis data menghasilkan 98 artikel yang teridentifikasi pada 

tahap awal. Setelah eliminasi 8 duplikasi, dilakukan proses title and abstract screening untuk 

memastikan kesesuaian awal terhadap ruang lingkup penelitian sehingga 20 artikel dikeluarkan. 

Sebanyak 70 artikel kemudian dianalisis pada tahap full-text eligibility review, di mana 34 artikel 

tereksklusi karena tidak memenuhi kriteria, yaitu: (1) tidak menerapkan algoritma Random Forest 

atau Logistic Regression (n = 15), dan (2) tidak relevan dengan konteks prediksi kesiapan siswa 

dalam sertifikasi kompetensi pada pendidikan vokasi, khususnya LSP-P1 di SMK (n = 19). Dengan 

demikian, 36 artikel memenuhi seluruh kriteria serta digunakan untuk analisis dan sintesis akhir 

pada penelitian ini. 

2. Hasil Ekstraksi dan Relevansi 

Ekstraksi dilakukan terhadap 36 artikel yang terinklusi berdasarkan unsur berikut: tahun publikasi, 

algoritma utama, Domain, Relevansi, dan alasan. Ringkasan data penelitian disajikan pada tabel 

berikut: 
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Tabel 7 Relevansi 

No Tahun Algoritma Utama Domain Relevansi Alasan 

1 2024 Neural Network, C4.5 Prediksi 

kinerja 

R2 Algoritma bukan RF/LR 

namun domain relevan 

pendidikan 

2 2023 C4.5 Prediksi 

kelulusan 

SMK 

R2 Domain sangat relevan SMK, 

algoritma bukan RF/LR 

3 2019 N/A Non-ML – 

hukum 

R3 Tidak relevan topik ML & 

pendidikan 

4 2024 ML (unspecified) Prediksi 

mahasiswa 

R2 Algoritma tidak jelas, domain 

pendidikan berbeda 

5 2024 Data mining (general) Prediksi 

kinerja 

R2 Domain relevan, algoritma 

tidak spesifik RF/LR 

6 2024 Random Forest Prediksi 

kelulusan 

SMK 

R1 Algoritma cocok + domain 

SMK 

7 2023 ML (unspecified) Prediksi 

nilai 

mahasiswa 

R2 Domain tidak SMK & 

algoritma non-spesifik 

8 2025 EDM (comparative) Prediksi 

kinerja 

R2 Domain relevan, algoritma 

tidak spesifik 

9 2023 Review ML Tinjauan 

umum 

R2 Review relevan ML namun 

tanpa RF/LR eksperimen 

10 2024 Review ML/aplikatif Prediksi 

akademik 

R2 Relevan teori namun tidak 

spesifik RF/LR 

11 2021 Supervised ML Prediksi 

Kinerja 

R2 ML relevan tetapi algoritma 

spesifik 

12 2023 ML (unspecified) Dropout R2 Prediksi pendidikan relevan, 

algoritma tidak jelas 

13 2021 ML Multikelas 

grade 

R2 Domain relevan, algoritma tidak 

spesifik 

14 2023 ML + Data Balancing Dropout R2 Relevan metode, bukan fokus 

RF/LR 

15 2023 ML E-learning R2 Prediksi kinerja relevan, bukan 

RF/LR 

16 2023 ML Penilaian 

pengetahuan 

R2 Domain relevan pendidikan, 

algoritma not specific 

17 2024 ML 

(comparative) 

LMS online R2 Domain relevan pendidikan 

jarak jauh, algoritma tidak 

spesifik 

18 2024 Hybrid ML Prediksi 

kinerja 

R2 Domain relevan, algoritma 

bukan RF/LR 

19 2023 ML Prediksi 

kedokteran 

R2 Domain kesehatan, bukan SMK 

20 2025 Survey study Survei 

prediksi 

akademik 

R2 Wawasan teori relevan, bukan 

eksperimen RF/LR 

21 2024 ML Prediksi 

kinerja 

siswa 

R2 Domain relevan, algoritma 

tidak jelas 

22 2024 EDM Analisis R2 Analisis pendidikan relevan, 
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No Tahun Algoritma Utama Domain Relevansi Alasan 

kinerja bukan prediksi RF/LR 

23 2024 LR, NB, RF Prediksi 

argumen 

R1 Melibatkan RF/LR, meski 

domain topik argumen bukan 

akademik umum 

24 2024 Analitik EEG/ET Neuro-

cognitive 

R3 Tidak relevan dengan ML 

pendidikan tradisional 

25 2022 ML Prediksi 

kinerja 

R2 Domain relevan, algoritma tidak 

spesifik 

26 2025 ML + class imbalance Prediksi 

kinerja 

R2 Fokus metode balancing, 

bukan fokus RF/LR 

27 2023 LR & RF Prediksi 

kualifikasi 

siswa 

R1 Algoritma relevan & konteks 

prediksi siswa 

28 2025 ML E-Learning R2 Domain relevan, algoritma tidak 

spesifik 

29 2024 ML Optimalisasi 

perjalanan 

akademik 

R2 Domain pendidikan, bukan 

prediksi kinerja/kelulusan 

30 2024 ML klasifikasi Prediksi 

hasil ujian 

R2 Domain relevan, bukan RF/LR 

31 2025 ML E-Learning R2 Domain relevan, algoritma tidak 

spesifik 

32 2022 Review digital logs Learning 

analytics 

R2 Review pendukung teori 

33 2024 ML +  Simulation Big data 

prediksi 

kinerja 

R2 Domain relevan, algoritma 

tidak spesifik 

34 2023 RF Regression Prediksi 

nilai 

numerik 

R1 Menggunakan RF meskipun 

tipe regresi 

35 2022 RF + balancing Prediksi 

kinerja VLE 

R1 RF digunakan meski konteks 

e- learning 

36 2024 ML Comparative Dropout & 

success 

R2 Domain relevan, namun tanpa 

algoritma spesifik RF/LR 

 

a. Ringkasan Relevansi 

Dari 98 artikel yang diidentifikasi, hanya 6 artikel yang tergolong sangat relevan (R1) karena 

langsung membahas penggunaan Random Forest atau Logistic Regression dalam prediksi performa 

siswa. Sebanyak 27 artikel masuk kategori relevan parsial (R2), dan 3 artikel dinilai tidak relevan (R3). 

Hasil ini menunjukkan bahwa penelitian yang benar-benar sejalan dengan fokus kajian masih terbatas, 

sehingga menguatkan adanya kesenjangan riset pada topik prediksi kesiapan siswa untuk sertifikasi 

kompetensi. 

Tabel 8 Ringkasan Relevansi 

Relevansi Jumlah Catatan 

R1 (Highly Relevant) 6 studi Dasar utama pembahasan & kesimpulan 

R2 (Partially Relevant) 27 studi Dapat digunakan sebagai pendukung teori, tren & gap 

R3 (Not Relevant) 3 studi Layak dikeluarkan dari pembahasan akhir 
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Gambar 2 Distribusi Tingkat Relevansi 

 

 

 

Gambar 3 Jumlah Tingkat Relevansi 

b. Matrix Komparatif Khusus Algoritma RF dan LR 

Berikut tabel fokus inti penelitian berdasarkan 6 artikel R1: 

Tabel 9 Ringkasan Relevansi 

No Penulis/Tahun Algoritma Domain Metrik Utama Temuan Utama 

6 Fatunnisa & 

Marcos (2024) 

RF Kelulusan 

SMK TKJ 

Accuracy, 

Precision, 

Recall, F1 

RF menunjukkan 

performa baik prediksi 

kelulusan siswa 

23 Wahyuningsih et 

al. (2024) 

LR, NB, RF Argumen 

akademik 

Accuracy, 

Precision, 

Recall 

RF paling efektif 

dibanding LR & NB 

27 Nugroho et al. 

(2023) 

LR & RF Kualifikasi 

siswa 

Accuracy, 

Precision, 

Recall 

RF unggul, LR stabil dan 

interpretable 

34 Doz et al. 

(2023) 

RF 

Regression 

Prediksi 

nilai 

RMSE, 

MAE, R² 

RF efektif dalam regresi  

nilai fuzzy 

35 Jawad et al. 

(2022) 

RF & Data 

Balancing 

Kinerja 

VLE 

AUC, 

Accuracy 

Balancing + RF tingkatkan 

prediksi kinerja 

36 Villar & de 

Andrade (2024) 

ML 

Comparative 

(included 

RF) 

Dropout & 

Success 

Accuracy, 

Precision, 

Recall 

RF kompetitif dalam 

prediksi dropout 
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Kesimpulan awal dari analisis komparatif menunjukkan bahwa algoritma Random Forest memiliki 

keunggulan dalam hal akurasi dan ketahanannya terhadap kompleksitas data serta variasi fitur, 

sehingga lebih stabil digunakan pada skenario dengan struktur data yang beragam. Sebaliknya, Logistic 

Regression menonjol dalam aspek interpretabilitas dan efisiensi model, menjadikannya pilihan yang 

lebih sesuai apabila transparansi hasil dan kemudahan implementasi menjadi prioritas. Selain itu, 

temuan ini juga mengindikasikan bahwa penerapan kedua algoritma tersebut dalam konteks 

pendidikan vokasi, khususnya terkait prediksi kesiapan siswa menghadapi sertifikasi kompetensi, 

masih sangat terbatas dan membutuhkan eksplorasi lebih lanjut. 

c. Temuan Utama Berdasarkan Research Questions 

Tabel 10 Temuan Utama Research Questions 

Research Question Temuan Utama 

RQ1 Algoritma yang paling banyak digunakan adalah Random Forest, 

diikuti Logistic Regression, Decision Tree, SVM, dan Naïve Bayes. 

RQ2 RF terbukti unggul dalam akurasi prediktif pada dataset kompleks; 

LR unggul dalam interpretasi model dan efisiensi komputasi. 

RQ3 Variabel yang paling berpengaruh: nilai akademik, kehadiran, hasil 

prakerin, nilai simulasi sertifikasi, dan data perilaku belajar. 

RQ4 RF: akurasi tinggi, tetapi interpretasi rendah — LR: interpretatif, 

komputasi ringan namun akurasi terpengaruh kompleksitas data. 

RQ5 Belum ditemukan penelitian yang secara eksplisit menerapkan 

prediksi kesiapan sertifikasi LSP-P1 di SMK Indonesia. 

 

Pembahasan 

Hasil telaah sistematis terhadap 36 artikel yang memenuhi inklusi menunjukkan bahwa penggunaan 

model machine learning dalam memprediksi kinerja dan kesiapan peserta didik telah mengalami 

perkembangan signifikan dalam berbagai domain pendidikan. Namun, distribusi relevansi 

menunjukkan bahwa hanya enam artikel (16.7%) yang secara langsung menggunakan atau 

membandingkan algoritma Random Forest maupun Logistic Regression, serta memiliki kedekatan 

konteks prediksi kesiapan atau performa siswa. Hal ini mengindikasikan bahwa penggunaan kedua 

algoritma tersebut masih terbatas pada penelitian yang bersifat umum, seperti prediksi kelulusan, nilai 

akademik, atau keberhasilan pembelajaran daring, bukan pada ranah kesiapan sertifikasi vokasi berbasis 

kompetensi seperti LSP-P1 di SMK. 

Secara performa, Random Forest (RF) ditemukan lebih unggul pada sebagian besar studi yang 

masuk kategori R1. Model ini menunjukkan akurasi yang lebih tinggi, kemampuan generalisasi yang 

lebih baik, serta ketahanan terhadap noise dan multidimensional features. Hal tersebut selaras dengan 

karakteristik RF sebagai model ensemble learning yang mampu menangani non-linear interaction, 

feature interaction, serta ketidakseimbangan data. Sementara itu, Logistic Regression (LR) tetap 

menunjukkan performa yang kompetitif pada beberapa studi, meskipun akurasinya cenderung lebih 

rendah dibanding RF. Kelebihan LR terletak pada interpretabilitas model, kemudahan implementasi, 

efisiensi perhitungan, serta kemampuannya dalam menjelaskan kontribusi variabel prediktor terhadap 

keputusan model, yang sangat relevan dalam konteks pendidikan yang menuntut transparansi kebijakan. 

Meskipun dominasi RF dalam performa prediksi ditemukan pada sebagian besar studi, konteks 

penelitian menunjukkan bahwa RF lebih cocok untuk situasi dengan kompleksitas variabel tinggi, data 

multikategori, dan kebutuhan akurasi prediktif maksimal, sedangkan LR lebih direkomendasikan untuk 

penelitian berbasis keputusan normatif atau kebijakan akademik, di mana transparansi dan kemudahan 

interpretasi lebih diutamakan. Dengan demikian, pemilihan algoritma semestinya tidak hanya 

berorientasi pada akurasi, tetapi juga mempertimbangkan kebutuhan praktis sekolah, kesiapan 

pengelolaan data, tujuan analisis, serta implementasi kebijakan pendidikan yang berbasis risiko (risk- 
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based educational intervention). 

Selain itu, hasil SLR ini menunjukkan adanya research gap yang cukup jelas: sebagian besar studi 

masih berfokus pada prediksi akademik, bukan kesiapan sertifikasi kompetensi vokasi yang menuntut 

pengukuran berbasis skill performance indicators, seperti kesiapan praktik, pemahaman standar 

kompetensi industri, job-ready mindset, dan professional behaviour. Dengan demikian, penelitian 

selanjutnya direkomendasikan untuk menggunakan kombinasi variabel akademik, non-akademik, serta 

indikator kompetensi vokasional sesuai Standar Kompetensi Kerja Nasional Indonesia (SKKNI) dan 

scheme booklet LSP-P1. 

 

Kesimpulan  

Penelitian ini melakukan Systematic Literature Review (SLR) untuk mengidentifikasi dan 

menganalisis penggunaan algoritma Random Forest dan Logistic Regression dalam prediksi performa 

dan kesiapan siswa, dengan fokus relevansi terhadap sertifikasi kompetensi LSP-P1 di SMK. Dari 98 

artikel awal yang diidentifikasi, hanya 36 yang memenuhi kriteria inklusi, dan enam di antaranya 

secara langsung relevan dengan kedua algoritma tersebut. Temuan ini menunjukkan bahwa riset terkait 

prediksi kesiapan siswa SMK menuju sertifikasi berbasis kompetensi masih sangat terbatas, terutama 

dibandingkan studi yang berfokus pada prediksi nilai akademik, kelulusan, atau keterlibatan dalam 

pembelajaran. 

Hasil analisis komparatif menunjukkan bahwa Random Forest memiliki keunggulan dalam akurasi, 

kemampuan menangani variabel yang beragam, serta ketahanan terhadap noise. Sementara itu, Logistic 

Regression menawarkan interpretabilitas yang tinggi dan kemudahan implementasi, sehingga tetap 

relevan untuk konteks pendidikan yang membutuhkan transparansi dalam pengambilan keputusan. 

Dengan demikian, kedua algoritma tersebut memiliki potensi signifikan untuk mendukung proses 

asesmen kesiapan siswa, tetapi memerlukan penyesuaian lebih lanjut agar sesuai dengan karakteristik 

data vokasional dan standar kompetensi industri. 

Secara keseluruhan, penelitian ini menegaskan adanya kebutuhan untuk memperluas penelitian 

prediktif dalam konteks pendidikan vokasi, khususnya terkait kesiapan siswa mengikuti uji sertifikasi 

LSP-P1. Temuan ini memberikan dasar teoretis dan praktis bagi peneliti serta lembaga pendidikan 

untuk mengembangkan model prediksi yang lebih komprehensif dan aplikatif. 
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